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Abstract
Immersive robotic avatars have the potential to aid and replace humans in a variety of appli-
cations such as telemedicine and search-and-rescue operations, reducing the need for travel and
the risk to people working in dangerous environments. Many challenges, such as kinematic dif-
ferences between people and robots, reduced perceptual feedback, and communication latency,
currently limit how well robot avatars can achieve full immersion. This paper presents AVA-
TRINA, a teleoperated robot designed to address some of these concerns and maximize the
operator’s capabilities while using a commodity light-weight human-machine interface. Team AVA-
TRINA took 4th place at the recent $10 million ANA Avatar XPRIZE competition, which required
contestants to design avatar systems that could be controlled by novice operators to complete
various manipulation, navigation, and social interaction tasks. This paper details the components
of AVATRINA and the design process that contributed to our success at the competition. We
highlight a novel study on one of these components, namely the effects of baseline-interpupillary
distance matching and head mobility for immersive stereo vision and hand-eye coordination.
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1 Introduction
Telepresence [12], or telexistence [64], aims to

enable a human operator to feel as though they are
actually present in a remote robot’s environment
through immersive vision and rich haptic feed-
back. Teleoperation of mobile manipulators has
the potential to aid a wide variety of applications
including telemedicine [40, 50, 74], search-and-
rescue operations [23, 24], and remote environ-
ment exploration [9, 32, 41], by leveraging the
perception and planning capabilities of humans.
However, telepresence can be hindered by multi-
ple factors such as kinematic differences between
the robot and operator [3], reduced perceptual
feedback, and network latency [44]. In addition,
the cost of the robot and teleoperation hard-
ware limits the accessibility of telepresence robots.
Exoskeletons, which are commonly used operator
hardware for teleoperation [73] in research labs
and industrial settings [68, 71], are not only costly
but also require careful setup and calibration to
use.

This paper presents AVATRINA (AVAtar
Tele-Robotic Intelligent Nursing Assistant),
shown in Fig. 1, an immersive avatar robot oper-
ated with low-cost commodity hardware. We
describe the design of the system, including its
optimized kinematics, sensing and perception
systems, and user interfaces, which creates an
immersive telepresence experience. The main
contributions of this work are:

• An immersive, novice-friendly teleoperation
system with human-like manipulation, com-
munication, and sensing capabilities, con-
trolled by lightweight commodity operator
hardware.

• Human subjects studies to validate the design
of our perception system. We examine the
effect of: (1) matching the distance between
the robot’s eye cameras to the operator’s
interpupillary distance and (2) providing
more degrees of freedom to move the robot’s
head, and show weak evidence that these
methods improve the operator’s depth per-
ception.

• A set of task-oriented metrics for optimiz-
ing robot hardware design for immersive
teleoperation, complementary to traditional
workspace analysis.

Team AVATRINA, a collaboration between
the University of Illinois and vRotors1, built AVA-
TRINA to compete in the ANA Avatar XPRIZE
competition2 finals. This competition aimed to
accelerate the development of robot avatar tech-
nologies, improving the quality and variety of
haptic sensing and rendering devices, and promot-
ing fundamental research in system integration,
networking, and virtual reality to create respon-
sive, immersive, and intuitive telepresence sys-
tems. Our team achieved 4th place and was among
the 4 teams that completed all 10 tasks at the com-
petition3. In this paper, we also share the insights
and experience gained from participating in the
ANA Avatar XPRIZE competition and on how to
design an immersive Avatar system.

This paper is organized as follows. In Sec. 2,
we review related literature. In Sec. 3, we describe
the system design goals and the overall system
components. In Secs. 4–9, we describe the major
components of the proposed avatar system, includ-
ing the manipulators, locomotion, vision, hands,
and software architecture. Finally, we present our
participation and evaluation in the ANA Avatar
XPRIZE in Sec. 10, and offer discussions and our
lessons learned in Sec. 11.

2 Related Work
Avatar embodiments can take many forms

depending on their intended applications. Many
of the avatars presented during the DARPA
robotics challenge [27] opted for humanoid bipedal
robots with an alternative wheeled locomotion
mode for faster traversal of flat ground and
more stable environmental interaction. Two exam-
ples are team IHMC’s entry [20] and KAIST’s
DRC-HUBO+ [33]. Other notable designs include
RoboSimian’s quadruped design [21] and Team
NimbRo’s wheeled centaur-like platform Momaro
[57].

These robots were designed to operate in chal-
lenging locomotion scenarios and were primarily
focused on efficient task completion under adver-
sarial networking and environmental conditions.
As such, their UI was focused on redundancy
and robustness, with some interfaces requiring

1https://www.vrotors.com/
2https://www.xprize.org/prizes/avatar
3https://youtu.be/lOnV1Go6Op0?t=28364

https://www.vrotors.com/
https://www.xprize.org/prizes/avatar
https://youtu.be/lOnV1Go6Op0?t=28364
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Fig. 1: An overview of the AVATRINA robot and operator station. The robot is configured at the “home”
configuration. [Best viewed in color.]

up to seven operators to man a single robot
[57]. Furthermore, these robots fulfilled no social
function and thus lacked expressive features for
communication with remote individuals.

Avatars are not restricted to enabling humans
to perform remote or dangerous activities. They
can also be used to help people with disabilities
expand their independence in performing activ-
ities of daily living and working [43, 67]. Being
designed for indoor use, however, imposes other
important constraints on these robots, such as
maximum size, weight and cost, and introduces
different manipulation requirements [22].

Yet other platforms focus on operator immer-
sion and on the avatar’s socially expressive capa-
bilities. The TELESAR VI platform [65], for
instance, follows a legged humanoid design with
human proportions, but forgoes practical arm pay-
loads and robot mobility in favor of enabling
expressive arm, torso, finger and hand motion. Its
interface also prioritizes immersion, using a VR
Head Mounted Display (HMD) and haptic gloves
which render finger forces, vibrations, and tem-
peratures sensed from embedded sensors in the
anthropomorphic avatar hand.

The ANA Avatar XPRIZE finals was a culmi-
nation of efforts to unify these research directions

into socially capable, task efficient, and immer-
sive robot avatars. Since the competition did not
require challenging environment traversal, most
teams opted for wheeled robot bases [35, 38, 58].
Indeed, as noted by Luo et al. [35], avatar embod-
iments that relied solely on legged locomotion all
irrecoverably fell during the competition. Further-
more, as social tasks were an integral part of
this competition, most embodiments paid special
attention to properly rendering the operator’s face
and voice.

Out of the 4 teams that completed all 10 tasks
in the competition, 3 used VR headsets for immer-
sive operation (NimbRo [58], Pollen Robotics and
AVATRINA [38]), while Team Northeastern’s [35]
system used an ultra-widescreen monitor for visu-
alization. The teams that used VR employed
different strategies to reconstruct the operator’s
face without the headset on the robot, while
Team Northeastern did not have to address this
problem.

The user interfaces of the top 3 teams all used
some form of exoskeleton for force haptic trans-
mission to the arms and fingers. NimbRo’s con-
sisted of a rig with additional robot manipulators
mounted to the operator’s arms to render force,
Team Northeastern leveraged mirrored hydraulic
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mechanisms between operator and avatar for ren-
dering arm and finger forces, and Pollen Robotics
used a 1 DoF elbow mounted exoskeleton to pro-
vide arm force feedback. AVATRINA was the
only team to exclusively use vibratory and visual
cues for rendering arm forces to the operator and
complete the full course.

Furthermore, these systems used different
methods for remote texture sensing - Pollen
Robotics and NimbRo used acoustic based sen-
sors [48], while Team Northeastern leveraged both
contact acoustics and sensed vibrations and forces
on the hydraulic actuators for identifying sur-
faces [35]. Our system captured a high-resolution
heightmap of surfaces and used it to render dis-
tinct vibratory and auditory cues for each surface
without requiring direct contact.

3 System Overview
This section describes overall design goals for

the system and an overview of the major compo-
nents. Individual components will be described in
following sections.

3.1 System Design Goals
AVATRINA is designed to be a socially-

capable robot that can be controlled by a human
operator to navigate and manipulate objects in
remote environments designed for humans. The
social capabilities should enable the operator to
interact naturally with other human recipients
in the remote environment. It should be easy
to operate for novice users, accessible to a wide
number of operators, and ergonomic enough for
long-term usage. We emphasize that ergonomic
and lightweight user interfaces are necessary to
enable longer-term applications of teleoperation,
such as tele-work and data gathering for imita-
tion learning. Lightweight user interfaces improve
scalability to many users and the likelihood of
adoption. Moreover, AVATRINA should be a sta-
ble, maintainable platform to enable reproducible
research in tele-nursing, telerobotics, and mobile
manipulation for many years.

Our system design goals include:
1. The robot should have similar manipula-

tion capabilities to humans, with human-like
kinematics and load capabilities.

2. The operator station should be comfortable,
ergonomic, and lightweight, requiring mini-
mal setup.

3. The operator interface should be intuitive
and immersive.

4. Recipients in the remote environment should
feel the operator’s presence.

5. The robot should use as many off-the-shelf
parts as possible for ease of construction,
maintenance, and reproduction.

6. The robot should have easily reconfigurable
end-effectors and sensors to support different
applications.

3.2 Overall System Components
The overall system consists of the AVATRINA

robot and the operator station, summarized in
Fig. 1.

The robot is a bimanual mobile manipula-
tor consisting of two robot arms (Franka Emika
Panda), an omnidirectional mobile base (Way-
point Vector), and a custom 3 DoF anthropo-
morphic head with a custom adjustable base-
line stereo camera. Other system specifications
are listed in Table 1. We support different end-
effectors, including the 6 DoF anthropomorphic
Psyonic Ability hand, the Robotiq 2F-140 and 2F-
85 parallel jaw grippers, the Franka hand, and
the Righthand Reflex 3-fingered hand. The default
configuration has the Psyonic hand on the left arm
and a 2F-140 Robotiq gripper on the right arm.
The robot is similar in size to an adult, standing at
1.85 m tall and 0.7 m wide, and has a forward reach
of 0.5 m. Four ultrasonic rangefinders around the
perimeter of the robot provide enhanced situ-
ational awareness. In the default configuration,
there is an RGB-D sensor mounted at the wrist of
the right arm for close-range inspection and tex-
ture sensing. AVATRINA can operate for about 2
hours on its onboard battery. The robot is con-
nected to the Internet via WiFi and can connect
to an operator station via a handshake configured
through designated servers.

The operator station is designed to consist
of commodity hardware, so that the robot can
potentially be connected to any operator with
Internet access. It consists of an desktop PC, a
VR head-mounted display (HMD) and controllers,
foot pedals, and the SenseGlove haptic gloves
(whose specifications are noted in Table 1). We
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support various commercial VR products such as
the Valve Index, HTC Vive Pro, and Meta Quest
2. The poses of the HMD, controllers, and gloves
are tracked by Vive Trackers system. In the default
setup (Fig. 1), the operator wears the Valve Index
headset, a SenseGlove on their left hand, and holds
a Valve Index controller with their right hand.
All of these components could be readily pur-
chased at the time of the competition for under
USD 8000.00, with the following cost breakdown:

• Operator PC ∼ $3000.00
• SenseGlove - $3000.00
• Valve Index and Base Stations - $1000.00
• Vive Trackers ∼ $200.00
• Pedals ∼ $150
Fig. 2 shows how these devices are mapped

to AVATRINA’s different components to give the
operator control over AVATRINA’s motion.

Fig. 2: Mapping between operator control devices
and AVATRINA’s movement. AVATRINA’s head
tracks the VR headset and provides stereo cam-
era feedback. The right VR controller controls the
right gripper, and the right joystick commands the
base translation and rotation. The left anthropo-
morphic Psyonic gripper tracks the SenseGlove.
The foot pedals enable the movements of the end-
effectors. The right controller can also bring up
a menu of different semi-autonomous functionali-
ties. [Best viewed in color.]

4 Manipulators and
Locomotion
AVATRINA both interacts with and is con-

trolled by people, so the design criteria for its

Table 1: AVATRINA Canonical Specifications.
Overall
Length x Width x Height 1.0 m x 0.68m x 1.75m
Weight 157 kg
Manipulation and Locomotion
Payload 3 kg (including gripper)
Forward Reach 0.5m
Max Speed 0.2m/s
Sensors
RGB-D Sensors Configurable, default: 1
Stereo Camera 1
Ultrasonic Rangefinders 3
Miscellaneous
Estimated Battery Life 2 hrs
Battery Capacity 1534Wh
Onboard Compute
Main Computer

CPU AMD Ryzen 9 5900X
GPU NVIDIA RTX 3060 12GB
RAM 64GB DDR4 3200MT/s
OS Ubuntu 20.04

Control Computer
CPU AMD Ryzen 7 5800U
RAM 16GB DDR4 3200MT/s
OS Ubuntu 20.04 (PREEMPT_RT)

Operator Station Compute
CPU AMD Ryzen 9 5900X
GPU NVIDIA RTX 3090
RAM 32GB DDR4 3200MT/s
OS Windows 11
Operator Station Hardware
Head-Mounted Display Valve Index Headset
Right Hand Tracking Valve Index Controller
Left Hand Tracking Vive Tracker and SenseGlove
Arm Activation Thrustmaster F430 Pedals
Facial Rendering Camera ELP-USBFHD01M-L170

manipulators differ substantially from typical cri-
teria for industrial robots. The operator is primar-
ily concerned with the visibility of AVATRINA’s
hands and the intuitiveness of the arm control,
while the recipient desires a compliant and pre-
dictable robot with which they can safely interact.
This section describes how we designed the robot’s
hardware and control software to meet these cri-
teria.

4.1 Kinematic Design Optimization
In designing AVATRINA’s manipulation capa-

bilities, we considered several criteria related to
the mounting of the arms to the torso, including:

• The arms should have a large dexterous
workspace, and be able to track the operator
smoothly through that workspace.
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• The arms should have human-like kinemat-
ics to make their behavior predictable for the
operator and recipients.

• During manipulation tasks, the robot should
minimize occlusion of the object being
manipulated.

• The robot’s width should be less than
800 mm, to enable passing through the Amer-
icans with Disabilities Act (ADA) compliant
doors4.

These criteria are highly coupled and often con-
flict with one another, making it difficult even
for experienced engineers to reason about them
through intuition alone. We therefore employed
a co-design approach, using computational meth-
ods to optimize free design parameters (arm and
hand mounting) while simultaneously considering
the control software in the evaluation loop [10, 19].

The design parameters θ include the arm
mounting SE(3) transform and the 2 gripper
mounting SE(3) transforms. We assumed the
arms will be mounted symmetrically, so we only
optimize one shoulder mount and reflect it to
obtain the other. To further simplify the problem,
we first optimize the arm mounting transforms,
then fine-tune the gripper transforms.

We propose four metrics to capture our design
goals: 1) the robot’s ability to track the opera-
tor, 2) visibility of the grippers, 3) shoulder width,
and 4) human-likeness. We manually proposed
a set of promising design parameters θ, shown
in Fig. 3 guided primarily by manufacturability
constraints, and evaluated these metrics for each
candidate design.

4.1.1 Design Metrics

To evaluate our designs in context, we first
record a person teleoperating a floating gripper in
simulation to cover the robot workspace for rep-
resentative manipulation tasks, such as tabletop
manipulation (Fig. 4). Ideally the robot should
be able to match these trajectories with its end-
effector (EE). Each trajectory is given by T =
(T1, T2, . . . , TN ), a list of N SE(3) transforms
expressed in the robot base frame.

For a candidate set of mounting parameters
θ we can then simulate tracking the trajectory
using the robot’s arm controller (subsection 4.2).

4https://www.access-board.gov/ada/

(a) 45° down

(b) Sideways (c) 45° sideways

(d) Forward (e) 45° + 45°

Fig. 3: Candidate arm mounting poses. Shoulder
attachment points are highlighted in red. [Best
viewed in color.]

Each subsequent robot configuration qt is derived
by repeatedly applying the controller on the sim-
ulated robot state at time step t − 1 to bring
the EE towards Tt. The controller biases each
joint towards the center of its limits to aid in
redundancy resolution. The resulting joint trajec-
tory Q̂(θ) = (q1, . . . , qN ), is thus a function of θ.
For ease of notation we also denote the simulated
end-effector trajectory as T̂(θ) = (T̂1, . . . , T̂N ).

https://www.access-board.gov/ada/
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(a) Trajectory A (b) Trajectory B

Fig. 4: Trajectories used in kinematic optimiza-
tion and inverse kinematics (IK) evaluation. Tra-
jectory A is mostly within the robot’s expected
workspace; Trajectory B extends further to the
right, testing the robot’s ability to reach farther
poses and recover from commands that exceed
workspace limits. [Best viewed in color.]

The operator tracking error metric Mtrack is
defined as:

et([R|p], [R̂|p̂]) = 1
(
∥p− p̂∥2 > ϵx

or ∢(R−1R̂) > ϵθ

)
,

Mtrack(θ)=
1

N

N∑
t=1

et(Tt, T̂t(θ)).

(1)

Here ∢(·) indicates the angular deviation of a
rotation matrix from the identity, and 1(·) is the
indicator function converting true to 1 and false
to 0. The metric counts the number of time steps
that tracking error exceeds thresholds in either
position or orientation. We use this rather than
the sum of pose errors, since small errors will not
be noticed but tracking loss tends to confuse and
frustrate the operator. We set the tolerances to
ϵx = 0.05 m and ϵθ = 0.3 rad.

The visibility metric is the fraction of the grip-
pers not occluded by the arms as seen from the
robot’s camera pose as the robot moves along
Q̂. The camera pose is defined as the midpoint
between the robot’s two eye cameras while the
head points forward. For each simulated pose,
we render the camera image to find the number
of gripper pixels visible, v̂g(q̂), and the number
of total gripper pixels that would be visible if
the arms were not present, vg(T̂ ). This metric is

defined as:

Mvis(θ) =
1

N

N∑
t=1

v̂g(q̂t)

vg(T̂t)
(2)

The shoulder width metric Mwidth is defined
by the maximum horizontal extents of the arms
in the most compact home configuration. The
human-likeness metric Mhuman is a subjective
measure. To determine this, we surveyed lab mem-
bers by asking the following: “Cast your rating of
human-likeness of the different shoulder mount-
ings on a scale of 1 - 5, with 5 being very human-
like.” Recordings of the entire robot with different
shoulder mountings undergoing simulated motions
were presented. Mhuman is then defined as the
average of the ratings from all responses.

4.1.2 Results

First, we compared five different arm mount-
ing configurations and evaluated them based on
Mwidth, Mhuman, Mtrack, and Mvis. The Low
gripper mount (Fig. 5) was chosen arbitrarily for
this evaluation. Results are shown in Table 2.
We chose 45° down by prioritizing width, human
likeness, and tracking error in the workspace in
front of the robot (Trajectory A), while main-
taining acceptable error in out-of-range reaching
tasks (Trajectory B) and comparable visibility
with other mountings that maintain good track-
ing. These trajectories are sampled at 125Hz,
with a maximum commanded velocity of the end
effector at 8̃ m/s.

We then compared different gripper mounting
configurations (shown in Fig. 5) using Mt and Mv.
For the right hand, we observed little difference
between the low and high mounted grippers, as
seen in Table 3, while the end mount exhibits espe-
cially poor tracking performance. This is because
when oriented forward for tabletop manipulation
tasks, the gripper places two of the wrist joints in
near-singularity, causing many tracking failures.
Ultimately, we chose the low mount to reduce
wrist interference with obstacles when manipu-
lating objects on a table. For both hands, the
tracking metrics indicate that we should choose
the higher mount. However, we noticed that this
mount would result in collisions with the environ-
ment during tabletop manipulation tasks, a failure
mode not captured by our metrics. Therefore, we
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Table 2: Arm mounting evaluation. Lower width (Mwidth) and tracking error (Mtrack) is better; higher
human likeness (Mhuman) and visibility (Mvis) is better.

Trajectory A Trajectory B
Mount Mwidth ↓ Mhuman ↑ Mtrack ↓ Mvis ↑ Mtrack ↓ Mvis ↑

45° down 68 cm 4.00 0.13% 39.19% 42.76% 31.39%
Forwards 68 cm 2.25 14.88% 37.75% 55.45% 31.71%
Sideways 91 cm 3.25 29.60% 49.17% 43.33% 38.86%
45° sideways 79 cm 3.25 10.92% 41.26% 29.82% 35.02%
45° + 45° 79 cm 2.25 0.07% 36.30% 38.17% 32.71%

chose the low mount despite it having slightly
worse metrics. For future work, this indicates
that metrics should incorporate more context of
the robot’s tasks, such as expected environmental
constraints.

(a) Low mount. (b) High mount. (c) End mount.

Fig. 5: Candidate gripper mounts.

Table 3: Gripper mounting evaluation results.

Side Mount Trajectory A Trajectory B
Mtrack ↓ Mvis ↑ Mtrack ↓ Mvis ↑

Right
low 1.02% 0.566 28.41% 0.570
high 0.22% 0.520 24.59% 0.549
end 76.64% 0.343 82.59% 0.422

Left low 0.14% 0.448 27.44% 0.711
high 0.08% 0.365 7.77% 0.617
end 44.86% 0.214 36.54% 0.322

4.2 Arm Control
AVATRINA’s arms are to track target end

effector poses. Our arm control algorithm consists
of two levels. On the higher level, an inverse kine-
matics (IK) solver computes desired joint posi-
tions qdesired to track the target end effector pose

Ttarget. The controller interpolates between the
robot’s current configuration and qdesired, checking
for self collisions. Environment collisions are not
handled by the controller and left to the operator.
qdesired is then sent to the lower level controller
if there is no collision. All of these steps are per-
formed at 125Hz for each arm. On the lower level,
we compute joint torques τj to track qdesired at
1 kHz while also allowing for compliant motion to
ensure safety during contacts.

4.2.1 Inverse Kinematics for
Teleoperation

Real-time tracking with IK is a challenging
problem due to discontinuities, singularities, and
local minima, which can cause abrupt movement
or loss of tracking. To deal with this problem,
we explored two different approaches to IK solv-
ing: In one method, IK target poses are modified
to ensure dexterity according to some measure of
manipulability [37] before being sent to a generic
IK solver. The other method adopts a quadratic
program IK solver that explicitly enforces velocity
bounds without modifying target poses [28].

In the first approach, we apply the mea-
sure of manipulability (MoM) method proposed
by Marani et al. [37] that modifies the target
transform given by the user so that the measure
of manipulability of each arm remains above a
threshold. The measure of manipulability (Mm) is
given by

Mm(q) =
√

detJJT . (3)
where J ≡ J(q) refers to the Jacobian of the arm
relating its 7 joint velocities to the end effector
angular and translational velocity. Mm is positive
semi-definite, reaching zero only when the robot
arm is in singularity.
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MoM prevents Mm from decreasing below a
small threshold by 1) computing a correction
motion that zeros out any components of the com-
manded motion (in task space) that decrease Mm

if the arm is at or below a given threshold, and
at the same time, 2) introducing a small motion
that pushes the robot in the direction of increas-
ing Mm. We refer to the original paper [37] for
more details. The modified IK target is tracked by
a standard Newton’s-method-based IK solver [26].
If the IK solution is infeasible, for example due to
self collisions or joint limits, no attempt is made to
track the target and the controller does not move
the robot. This ensures that the robot does not
enter infeasible configurations, assuming it starts
in a feasible configuration.

The second approach uses a quadratic program
(QP) solver based on the resolved-rate controller
described in [28]. Let δrtarget denote the 6D error
vector between the current end effector transform
Tee(qdesired) and Ttarget. At every time step, a step
in joint space δq is found as the solution to a con-
strained optimization problem where the objective
function consists of tracking accuracy, joint veloc-
ity penalty, and a joint angle bias for redundancy
resolution:

argmin
δq

∥δrtarget − Jδq∥2Wr

+ ∥δq∥2Wq

+ ∥q + δq − qbias∥2Wb

subject to qmin ≤ q + δq ≤ qmax,

(4)

where ∥r∥2W = rTWr is the weighted squared
norm of a vector, and the constraints encode the
arm’s joint limits. This optimization problem is
solved with a generic convex optimization prob-
lem solver [1] in real-time. In our implementation,
we empirically chose Wr = I,Wq = 0.02I, and
Wb = 0.0005I.

After solving for the target step δq, the new
target joint configuration of the arm is checked
for self collisions and collisions with other compo-
nents of the robot. If the IK solution is infeasible,
for example due to self collisions or joint limits,
no attempt is made to track the target and the
controller does not move the robot.

For both approaches, we considered the follow-
ing bias configurations:

• Neutral bias: Bias solvers towards the middle
of the arm’s joint limits.

• Shoulder angle bias: We developed a heuristic
for the shoulder angle qshoulder of the robot
based on the target end effector transform,
which guides how far outwards the elbow
should swing. The IK solver biases the robot’s
shoulder angle towards this value. For more
details, see Appendix A.

We evaluated the two different approaches for
solving IK under different bias configurations by
comparing the tracking metric Mt. The optimized
robot design discussed in subsubsection 4.1.2 and
the same two trajectories (shown in Fig. 4) were
used for all the experiments in this section. The
results are reported in Table 4. QP generally pro-
vides lower tracking error, while MoM achieves
faster computation. Table 4 also shows that the
shoulder heuristic joint biasing generally improves
tracking performance without sacrificing compu-
tation speed. One reason for this is that seeking
more “natural-looking” elbow poses tends to help
the robot avoid inverting the shoulder and elbow
joints, as seen in Fig. 6, preventing the arm from
getting stuck in regions of low dexterity. This is
especially true for QP, which can allow the arm
to enter singular configurations to achieve better
tracking in the short term, at the expense of losing
tracking at later points in the trajectory. We used
biased MoM during the XPRIZE finals competi-
tion to ensure fast tracking, whereas the biased
QP method is used in this paper’s design eval-
uation (subsubsection 4.1.2) and human subjects
experiments (subsection 5.4).

4.2.2 Low level torque control

To track desired joint positions (qdesired) com-
ing from the inverse kinematics controller, the
low-level controller computes joint torques τtarget,
which are sent to the robot’s low level controller at
1 kHz. The raw commands coming from the high
level controller are passed through a complemen-
tary filter, and target joint velocities are computed
as the velocity of the filtered target position using
a finite difference method. τtarget is computed by

τpd = kp∆q + kd∆q̇ + FF(q, q̇),
τ̄target = plimit(τpd, q̇) + cq(q) + cq̇(q̇),

τtarget = clamp(τ̄target, τmax, τmin),

(5)
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Table 4: Tracking error rate for IK solver and bias heuristics, on two trajectories. Time is average time
per loop iteration.

Trajectory A Trajectory B
Solving Method Bias Mtrack ↓ Time (ms) ↓ Mtrack ↓ Time (ms) ↓

Measure of Manipulability Neutral 11.17% 0.41 32.60% 1.00
Quadratic Programming Neutral 0.13% 1.32 44.47% 2.72
Measure of Manipulability Shoulder angle 2.12% 0.40 33.60% 0.91
Quadratic Programming Shoulder angle 1.22% 1.37 28.42% 2.97

(a) IK with neutral bias
“picks” the wrong direc-
tion for the shoulder.

(b) IK with heuristic bias
keeps the shoulder angle
on the correct side.

Fig. 6: The specific failure case in trajectory B
accounting for the poor performance of IK solv-
ing without heuristic biasing. See Table 4 for full
results. [Best viewed in color.]

where it uses a PD controller with the feedforward
terms while respecting joint position, joint veloc-
ity, power, and torque limits. Here FF(q, q̇) is the
feedforward term, computed based on the dynam-
ics model of the robot (provided by the manu-
facturer) to compensate for gravity and Coriolis
terms. To account for joint position and velocity
limits, we use a quadratic control barrier function,
which imposes a smooth increase in resistance
as the joint is pushed towards its position (resp.
velocity) limits:

cx(x) =


−K

(
xmax−x

ϵx

)2

if x > xmax − ϵx

K
(

xmin−x
ϵx

)2

if x < xmin + ϵx

0 otherwise,

(6)

where the parameters K, ϵx, xmax, and xmin can
be tuned based on the quantity being limited.

The Franka Emika Panda arm also has built-
in joint power and torque limits for safety reasons.

Violating these limits causes the arm to engage a
protective stop, causing the operator to lose con-
trol of the arm temporarily. To prevent this, we
add power and torque limits to our controller. The
power limit is implemented as

plimit(τ, q̇) =

{
pmax/q̇ if τ q̇ > pmax

τ otherwise,
(7)

and the torque limit clamps between minimum
and maximum torques. Here, q̇target is estimated
by taking a finite difference derivative of qtarget.

4.3 Arm Operator Interface
We use a relative, clutching-based, identity-

scaled system for controlling AVATRINA’s arms,
which was chosen for a few reasons. First, rela-
tive (compared to absolute) tracking allows the
operator to reach more of AVATRINA’s workspace
while keeping their arms in a more comfort-
able pose. Second, using a clutch to activate the
operator’s control of the arms helps prevent unin-
tentional motion, and allows the operator to rest
their arms more naturally when not moving AVA-
TRINA to reduce fatigue [15, 34]. Finally, using
a one-to-one scaling between the operator’s and
AVATRINA’s motion helps to preserve the oper-
ator’s proprioception, and allows them to better
predict how AVATRINA will move based on their
input commands.

To take control of AVATRINA’s arms, the
operator depresses a corresponding (left or right)
foot pedal and moves a controller whose trans-
form is tracked via four Valve Index Base Stations.
While a pedal is depressed, the motion of the cor-
responding controller is mapped to the motion of
the EE target of the corresponding arm. The inital
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pose of the EE target is reset to AVATRINA’s cur-
rent EE pose whenever the pedal is depressed. The
arm controller described in subsection 4.2 then
attempts to track this target.

We found that operators were best able to
quickly understand how their motions translated
to AVATRINA when their controllers were tracked
in a frame that follows their body, rather than
their head. Because we do not track the operator’s
body orientation, we need to approximate it. We
found that operators tend to face forward when
they begin clutching, so each time the operator
begins clutching, we compute a “forward” frame by
taking just the z component of the head frame’s
rotation,

Rworld
forward =

 0
0
ϕz

 . (8)

This frame is kept constant while the clutch is
pressed so that arm-body motion is consistent,
even if the operator moves their head. Throughout
this section, a subscript denotes the object while
a superscript denotes the reference frame.

AVATRINA’s arm motion in its base frame fol-
lows the operator’s motion in the forward frame.
We compute the change in controller positions and
rotation relative to the forward frame:

∆pforward
c = Rforward

world ∆pworld
c (9)

∆Rforward
c = Rforward

world ∆Rworld
c (10)

where c denotes the operator’s controller and ∆
denotes the increment from the last time step. We
then move AVATRINA’s EE target, denoted t, by
the same increment in the base frame to produce
a new target pose T̃ base

t :

R̃base
t = Rbase

t ∆Rforward
c

p̃base
t = pbase

t +∆pforward
c

T̃ base
t =

[
R̃base

t | p̃base
t

] (11)

This target pose is then tracked by the controller
described in subsection 4.2 and we update T base

t ←
T̃ base
t .

4.4 Base Control
The omnidirectional base controller tracks a

desired velocity coming from the operator at 10 Hz
by computing a trapezoidal velocity profile with

different acceleration and deceleration limits. This
velocity profile is tracked by a low-level controller
that comes with the off-the-shelf base. The trans-
lational and rotational accelerations are limited
to 0.5 m/s2 and 2.5 rad/s2 respectively, while the
decelerations are limited to 1 m/s2 and 2.5 rad/s2.
The maximum acceleration is kept relatively low
to make the base begin moving smoothly, while the
deceleration is allowed to be larger so the operator
can quickly stop if they need to. The translational
and rotational velocities are limited to 0.2m/s and
0.5 rad/s respectively.

The operator controls the base with a joystick
on the right-hand controller. The operator simply
pushes the joystick to set the desired translational
velocity of the base. To rotate the base, the oper-
ator pushes down on the joystick and moves it
either left or right to control the angular velocity.
Translational velocities are set to 0 while AVAT-
RINA is rotating to avoid accidental translation
of the base, which operators found to be jarring.
The operator can also switch the base into a “fast”
mode using the in-headset menu shown in Fig. 7.
This increases the maximum translational speed
of the base to 1.0 m/s, and enables 2D LiDARs
that automatically slow and eventually stop the
base if a nearby object is detected.

5 Vision Subsystem
This section discusses our approach to the

design of the vision system that maximizes visual
immersion. Several methods are commonly used
to provide this feedback in teleoperation systems,
including displaying a stream from a static cam-
era on the robot to a monitor [35], or showing
the operator a reconstruction of the remote envi-
ronment [8, 11, 45, 62]. However, using only a
monitor to display feedback reduces the operator’s
depth perception, and 3D reconstructions exhibit
artifacts from limited resolution, occlusion, and
noise.

Our approach is to stream a stereoscopic view
of AVATRINA’s environment to the operator’s
HMD, which is a common strategy for teleop-
erated robots since it aids with depth percep-
tion [36, 39, 56]. We also match the operator’s
HMD movement to AVATRINA’s head move-
ments, which provides greater effective field of
view and improved immersiveness. AVATRINA
also uses a custom rig to adjust AVATRINA’s
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interpupillary distance (IPD) to match the oper-
ator’s, and we present a human subjects study to
verify that this modification improves the opera-
tor’s hand-eye coordination.

5.1 VR UI
The VR user interface is rendered with Unity

2021. It is configured with OpenXR to be com-
patible with commercial VR products such as the
Valve Index, HTC Vive Pro, and Meta Quest 2.
The two video feeds from the robot’s eyes are
each displayed on a plane for the operator’s corre-
sponding eye, which has been reported to reduce
motion sickness compared to restricting the opera-
tor’s field of view to only the captured images [25].
Additionally, similarly to [56], the screen’s pose
is determined by AVATRINA’s head orientation
rather than being fixed to the HMD orientation,
which reduces motion sickness and compensates
for head motion latency. To prevent double vision
and provide accurate depth perception, the planes
are set apart a distance equal to the user’s IPD.
By pressing the menu button, users access an aug-
mented menu that allows the operator to activate
assistive operational modes as shown in Fig. 7.

Fig. 7: (Left) View from the operator’s per-
spective. A force-feedback sphere (described in
subsection 6.2) in red shows the operator the force
on AVATRINA’s left hand. The blue ghost hand
shows the sensed configuration of the operator’s
left hand. (Right) Heads-up display menu enables
semi-autonomous functionalities: texture-sensing
mode (left), arm “homing” (right), and base speed
adjustment (center) icons. [Best viewed in color.]

5.2 3 DoF Head
The 3 DoF anthropomorphic head is driven

by three Dynamixel XM430 servo motors for roll,

Fig. 8: A customizable home position lets the
operator choose more comfortable head postures.
Once the operator sets the home position, the
rotation from the robot home to the robot current
frame tracks the rotation from the headset home to
the headset current frame. [Best viewed in color.]

pitch, and yaw rotations, whose rotation axes
intersect at the same point to mimic the function
of a human neck. The head follows the HMD orien-
tation by computing joint velocity commands for
the servo motor controller (PI velocity control) at
50 Hz. If any collisions are detected, no attempt is
made to track the target and the controller does
not move the head.

A relative transform mode of control is used
to reduce the neck fatigue of the operator in
tasks that require holding an uncomfortable pose.
By pressing the home button, AVATRINA’s head
returns to the predefined default (“robot home”)
position (top right of Fig. 8) and the HMD’s cur-
rent pose is registered as the “headset home.”
After the robot head is homed, it tracks the rel-
ative rotation from the headset home pose to the
operator’s current pose, as shown in Fig. 8. For
instance, in tabletop tasks, the operator may look
up, home the head, and then look forward. The
relative motion makes the robot head face down-
wards towards the table, so the operator does not
have to maintain an uncomfortable looking-down
pose for a prolonged period of time.

5.3 Adjustable IPD
A custom stereoscopic camera was developed

that mounted two Allied Vision Alvium 1800
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U-500C 5 MP cameras outfitted with 1.67 mm
focal-length wide-angle lenses to AVATRINA’s
head. This camera and lens combination offers
an approximately 120◦ × 100◦ field-of-view. Both
cameras are mounted to a linear rail and con-
nected to a pair of Actuonix L12-R linear actu-
ators that can adjust the distance between the
two cameras with approximately 1 mm of reso-
lution, as shown in Fig. 9. This mechanism can
achieve baseline distances ranging from 49.44 to
69.88 mm. At initial setup, the baseline distance
is matched to the user’s interpupillary distance
(IPD), which has been found to improve spatial
perception in virtual reality [66].

The cameras are set to a fixed exposure time
of 8 ms to ensure high frame rate and low latency,
and use built-in gain and white balance adjust-
ment to adapt to varying lighting conditions.
Since the mounting is not perfectly parallel, the
images are rectified before transmission. To fur-
ther improve frame rate and latency, the video
streams are down-sampled using bilinear inter-
polation and concatenated giving a 2072 × 778
(1036 × 778 for each eye) video stream. FFM-
PEG is used to encode the video stream using
the vp8 codec with a specified maximum bitrate.
Using a typical network connection, with a maxi-
mum bandwidth of 13 Mbps, this stream typically
achieves a framerate of 30 fps and a latency of
∼220 ms.

5.4 Human Subjects Studies
We conducted human subject studies to evalu-

ate the possible advantages of a 3 DoF head and to
evaluate the effects of mismatch between IPD and
stereo baseline on hand-eye coordination. Both
studies use a peg-in-hole task shown in Fig. 10.

The effect of IPD mismatch on depth percep-
tion and user comfort in VR has been investi-
gated both geometrically and empirically [18, 52,
66]. Previous studies have found that mismatch
between the user’s IPD and the rendered IPD can
result in inaccurate depth perception, although
the effect is less than would be predicted by
geometric analysis. Stereo televisualization intro-
duces another source of potential error: the base-
line between stereo cameras may not match the
operator’s IPD. We therefore perform a human

Fig. 9: Mechanism that enables live adjustment of
AVATRINA’s IPD to match the operator’s. One
linear actuator is attached to each camera and can
move it left and right along the linear rail.

subjects study to investigate the effect of differ-
ent levels of mismatch between AVATRINA’s IPD
and the operator’s on hand-eye coordination.

Besides stereo disparity, operators observe the
remote scene from multiple viewpoints, provid-
ing depth cues from parallax and the ability to
peer around occlusions. Humans use head, torso,
and body movements to change viewpoint. This
ability has been incorporated into some telepres-
ence systems by including a movable neck and
head assembly to move the robot’s “eye” cameras.
The effect of varying the number of DoFs of these
assemblies has been previously investigated in [56],
which found that increasing the number of head
DoFs from 0 to 3 to 6 improved success rate and
speed of completion of a peg-in-hole task. How-
ever, this study had a few limitations. First, the
sample size was small and subjects were members
of the research team. Moreover, the 6 DoF robot
used in this study is likely prohibitively expen-
sive for many telepresence robots and most entries
in the XPRIZE exhibited 2 or 3 DoF heads. We
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address these limitations by conducting a larger
study and testing smaller changes in head DoFs (0
to 2 to 3) to provide more fine-grained data about
the effect of head DoFs on manipulation.

We formulated the following hypotheses a-
priori about our televisualization system:

• H1: The larger the mismatch between the
user’s IPD and AVATRINA’s IPD, the more
slowly subjects will complete each of the peg-
in-hole tasks.

• H2: Subjects will complete each task more
quickly as the number of head DoFs increases.

• H3: Subjects will examine the peg board
for less time before starting the task as the
number of head DoFs increases.

To test H1, H2, and H3 we designed a peg-
in-hole task with 3 red holes and 3 blue holes.
Fig. 10 shows the setup used to test subjects. The
peg used had an outer diameter of 16.1 mm while
the inner diameter of the holes was 20.7 mm. We
used a peg with a large tolerance so that novice
operators could learn the task quickly without
extensive training. The robot was constrained to
use one arm which could translate in 3 DoFs and
rotate in only 1 DoF (horizontal axis) to isolate the
effects of depth perception and to avoid singular-
ities. We recruited 16 subjects (9 male, 7 female)
from the university’s student population. Subjects
self-selected their fitness for the study after hear-
ing the procedure. No subjects opted out of the
study. Subjects were of age 19–30 (mean: 24.6) and
self-reported their familiarity with AVATRINA to
be an average of 2.9 out of 7 on a Likert scale
[55]. Two subjects had previously been trained in
how to use the robot in prior studies. Each sub-
ject measured their own IPD using a ruler and a
mirror, and then fine-tuned the HMD to find the
most comfortable IPD setting. A researcher then
trained the subject to use the head and arm, which
lasted approximately 20 minutes.

First, to test the effects of IPD mismatch,
the head pose was fixed and the subjects com-
pleted tasks under four settings of AVATRINA’s
IPD: Matched, Average (62.72 mm [14]), Minimum
(49.44 mm), and Maximum (69.88 mm). This was
first done with the red holes and then repeated
with the blue holes. The conditions were tested
in a randomized order, which was unknown to
the subjects. Then, to test the effects of robot
head DoFs, the IPD was set to Matched and the
subjects completed tasks under three head DoF

Fig. 10: (Left) A peg-in-hole experiment is used
to examine how the robot’s neck and stereo cam-
era settings affect depth perception. Two sets of
holes were used to reduce learning effects between
trials. (Right) Cropped first-person view as the
operator completes the first hole of the trial. [Best
viewed in color.]

conditions (0, 2, and 3), first with the red holes
and then with the blue holes. Each subject expe-
rienced the conditions in a randomized order and
was informed of the condition since they had to
consciously use their neck to use the different
DoFs. During the DoF trials, the pegboard was
obscured until the subject said they were ready,
and the time between the reveal of the pegboard
and the subject’s first motion was recorded as that
trial’s “planning time.” Trials on the red holes were
used as training trials to reduce the impact of
learning effects; only times on the blue holes were
recorded and are analyzed here.

For each trial, the time the subject took to
insert the peg into each hole was recorded as their
task completion time, starting from the subject’s
first movement of AVATRINA’s arm. After each
trial, the subject removed their headset to fill out
a modified version of the presence questionnaire
[72] to gauge their subjective feelings of presence
in the remote environment.

Fig. 11 shows how subjects’ task completion
times changed as the absolute IPD mismatch
changed for each hole. To test H1, we ran a gen-
eralized estimating equations (GEE) regression
[31] grouped by subject with an autoregressive
covariance structure [54], where distance was com-
puted as the distance between trial indices. After
applying the Bonferroni correction [5], we found
significant correlation between IPD mismatch and
completion time for Hole 2 (β = 0.434 s/mm,
σM = 0.173 s/mm, p = 0.0372) but no significant
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Fig. 11: Effect of IPD-baseline mismatch on peg-
in-hole task completion time for each of the 3
holes. Lines show fitted regression models and
shaded regions indicate 95% confidence intervals.
Dots show individual measurements. [Best viewed
in color.]

effect for Holes 1 and 3 (p = 1.0 for both), pro-
viding weak evidence to support H1. We note that
there are more outlying data points for Holes 1
and 3 compared to Hole 2, and hypothesize that
this may be because insertion into Holes 1 and 3
requires the robot’s arm to be at less dexterous
configurations than for Hole 2. This may con-
tribute more variability to subjects’ performance
on these tasks, overwhelming the effect of IPD
mismatch.

Fig. 12 shows the subjects’ changes in task
completion time from the 0 DoF condition for the
2 and 3 DoF conditions. We ran a Shapiro-Wilk
test [59] on the change in completion time from 0
DoFs for each hole at the 2 and 3 DoF conditions,
which indicated significant deviation from normal-
ity. To test H2, we ran a Friedman test [55] for
each hole with Bonferroni correction [5] and found
no significant effects (p = 1.0, p = 1.0, p = 0.140
for Holes 1, 2, and 3 respectively). Post hoc pair-
wise one-sided Wilcoxon-signed-rank comparisons
provided weak evidence that completion time for
Hole 3 is smaller when using 2 DoFs compared to
0 DoFs (M = 3.94 s, SD = 16.54 s, p = 0.0719)
and when using 3 DoFs compared to 0 DoFs (M =
4.00 s, SD = 21.35 s, p = 0.0877), but not when
using 3 DoFs compared to 2 DoFs (p = 0.470).
This corresponds to a 14.7% and a 10.6% average
reduction in task completion time when switch-
ing from a 0 to 2 DoF neck and from 0 to 3 DoF
neck respectively. These results weakly support H2

Fig. 12: Change in task completion time for each
hole with respect to each subject’s task completion
time at 0 DoFs. [Best viewed in color.]

and corroborate previous research [56] showing
that increasing head DoFs improves task perfor-
mance on tasks that require depth perception and
occlusion resolution, but with diminishing returns.
Finally, we ran a Friedman test [55] on the plan-
ning times and found no significant effect (p =
0.859), providing no support for H3.

To gauge the subjects’ subjective feelings of
presence in the remote environment, we selected 8
of the most relevant questions from the presence
questionnaire [72], and modified them slightly to
better fit our experiment. Fig. 13 shows the survey
questions, which were rated on a 7-point Likert
scale [55], and subjects’ responses for both the IPD
and head DoFs experiments. For all questions, a
higher score is better. For the IPD experiments,
we bin the conditions into 5 mm bins. Across
different IPD mismatches, we see little change
in subjective scores except for questions 3 and
4 where mismatches of ≥15 mm tend to consis-
tently result in lower scores than other conditions.
These lower scores may indicate that at high
IPD mismatch, subjects begin to notice distor-
tions in their vision, but the relatively unchanged
score of question 7 indicates that they do not feel
it affects their performance. For the head DoFs
experiments, we observed relatively pronounced
changes in subjects’ answers to questions 4 and 5
when moving from the 0 to the 2 or 3 DoF con-
ditions, indicating that in addition to improving
task performance, subjects also consciously notice
that they can move more freely to see objects
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Fig. 13: Change in user ratings of different measures of presence across IPD mismatch and head DoF
conditions. [Best viewed in color.]

when AVATRINA’s neck has more DoFs. Con-
sistent with our task performance findings, there
seems to be no significant difference between the
2 and 3 DoF conditions.

Our experiments suggest that matching stereo
baseline to the operator’s IPD improves tele-
manipulation proficiency in certain regions of a
robot’s workspace. It may also improve comfort
for long-term use as suggested by prior VR stud-
ies. Increasing head DoFs improves manipulation
proficiency as well, but pan-tilt may be suffi-
cient for many tasks. Fixed-baseline cameras near
the average human IPD may be satisfactory for
some applications but may impair performance for
operators with large or small IPDs.

6 Hand Control and Sensing
In this section, we describe how the oper-

ator controls and receives force feedback from
AVATRINA’s end effectors. The operator controls
AVATRINA’s parallel-jaw gripper by pulling a
trigger on their right-hand VR controller. Con-
trol of the anthropomorphic Psyonic Ability hand
is more complex, requiring retargeting from the
SenseGlove’s sensing to the hand’s actuating capa-
bilities.

6.1 Hand Motion Retargeting
The goal of hand motion retargeting is to map

the motion of a high-DoF (21) human hand to a
low-DoF (6) anthropomorphic gripper. The Sense-
Glove tracks 4 degrees of freedom (three in flexion,
and one “splay”) for each finger. The full hand
motion retargeting problem is defined as finding
a mapping G between the 20 SenseGlove readings
qglove to 6 gripper motor positions, qgripper, shown
in Fig. 14. Note that the gripper uses a transmis-
sion mechanism so that a single motor command
bends both joints in each finger in a synergistic
manner.

6.1.1 Methods

We seek a mapping of the form

G : (R4 → R)4 × (R4 → R2), (12)

where each of the four fingers maps from four
SenseGlove DoFs to one Psyonic DoF, while the
thumb maps from four SenseGlove DoFs to two
thumb DoFs.

To find this mapping, we designed a set of 15
gripper poses, shown in Fig. 15, that cover the
Psyonic’s workspace and important grasps such as
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Fig. 14: Hand Motion Retargeting. Each finger is
measured with 4 DoFs on the SenseGlove (left),
but the Psyonic gripper (right) only has 2 DoFs
for the thumb (red) and 1 DoF per every other
finger (blue). [Best viewed in color.]

key and power grasps. To adapt to each opera-
tor’s hand, a calibration procedure is performed.
The operator first mimics the gripper poses while
wearing the SenseGlove and the corresponding
SenseGlove readings are recorded. Not all fingers
are considered for each calibration pose, since they
may be difficult to imitate or irrelevant to the
current calibration step. The mapping G is then
learned by supervised learning to minimize cali-
bration error. Note that we learn a mapping for
each finger and thumb individually.

The gripper poses used were designed to match
the human poses visually; however this may not
capture the operator’s intent. For example, for a
pinch grasp on a thin object, the operator may
want to pinch harder on an object, but once the
operator’s fingers touch, the SenseGlove is not able
to detect an intent to apply extra force. To com-
pensate for this, we tweaked the target gripper
joint angles to form a set of “biased” calibration
poses in order to increase grasp success. Fig. 16
demonstrates how joint biasing is set up.

6.1.2 Results

We evaluate the calibration performance on
a different set of 4 grasps, shown in Fig. 17.
First, we hand designed Psyonic poses for the
four grasps. Then, each operator is instructed to
physically perform each grasp while wearing the
SenseGlove, and the SenseGlove joint angles are
recorded. Finally, the recorded SenseGlove angles
are transferred to the Psyonic using the map-
ping calibrated for the operator. These angles are
compared against the hand-designed poses using

Fig. 15: The hand calibration poses used. Human
hand and target Psyonic pose are shown. Green
highlight shows fingers that are considered for the
given calibration pose. A red dot indicates that
joint angle biasing was applied to the pose. [Best
viewed in color.]

Fig. 16: Example for how the joint angles were
biased for hand calibration. Bias effect is exagger-
ated for clarity. [Best viewed in color.]
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two metrics: the mean absolute error (MAE) of
the joint angles, and the grasp success score. The
grasp success score is defined by using the Psy-
onic to pick up the physical object and repeatedly
shaking the object with increasing intensity, as
shown in Fig. 18. The number of shaking rounds
before the object is dropped, up to 5, is recorded
as the grasp success score. Two shaking trials are
conducted for each grasp.

Fig. 17: Pairs of poses used to test grasping. From
left to right: Pinch 1, Pinch 2, Cube, Power.

Fig. 18: Illustration of shaking procedure. Robot
picks object up from a predefined pose (in Fig. 17),
then shakes in a square motion in the air with
increasing intensity.

We experiment with two different regressors:
Gaussian process regression and kernel ridge
regression [49], and test each regressor using the
unbiased and biased calibration poses. The cali-
bration results for 3 researchers on this project
are shown in Table 5. Overall, the two regressors
perform similarly in grasp success, and both of

them are helped by biasing the calibration poses.
In terms of MAE, kernel ridge regression performs
better than Gaussian process regression. Using
biased calibration increases grasp success, at the
cost of increasing MAE. We decide to use biased
calibration since the slight mismatch in angles
could be compensated for by the operator.

6.2 Force Feedback
AVATRINA provides feedback to the opera-

tor about the forces on its arms and fingers using
several channels, including audio cues, vibrations,
and resistive forces on the operator’s fingers.
Other avatar systems have implemented exoskele-
tons that can directly apply forces to the opera-
tor’s arms to mirror the forces the avatar experi-
ences, which can be effective, but require custom
hardware and careful calibration [30, 35]. We opt
for operator feedback that can be rendered using
off-the-shelf components.

Arm forces are estimated using the measured
joint torques of the Franka Emika Panda arms
using a damped pseudoinverse method:

(J⊺)† =
(
JJT + ϵI

)−1
J

Fest = −(J⊺)†(τ − τg)
(13)

where τ ∈ R7 are the measured joint torques,
τg ∈ R7 is the generalized gravity torque on each
joint due to the robot’s own weight, computed
by the Franka API, and Fest ∈ R6 is the com-
puted 6D wrench. J ∈ R6×7 is the Jacobian, and
ϵ = 0.0001 is a small constant trading off between
accuracy and stability when near singular configu-
rations. Measured forces are rendered through two
means to the operator: The magnitude of the force
is rendered as a vibration on both the Valve Index
controller and the SenseGlove as a linear map-
ping between zero and maximum vibration and
minimum and maximum sensed forces (3-15 N).
It is also visually rendered in the HMD using an
augmented reality force sphere, shown in Fig. 19.
The opacity of the force sphere is proportional to
the sensed force magnitude and the axis points
opposite the sensed force direction. The result-
ing effect is that of a wall around your hands in
VR that “solidifies” as the sensed force increases.
These two modalities combine to give the opera-
tor accurate and visceral feedback about the forces
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Table 5: Gripper calibration evaluation on four grasp attempts. Scoring represents the number of shaking
cycles survived, averaged across six trials with three different operators. Error is grasp pose MAE averaged
over all joints.

Biasing Model Grasp Success Score Error (rad)
Pinch 1 Pinch 2 Cube Power

manual None 3.50 5.00 4.00 5.00 -

unbiased GP 2.67 5.00 3.00 5.00 0.317
unbiased KRidge 2.17 4.67 2.00 5.00 0.217
biased GP 4.17 4.83 3.33 5.00 0.402
biased KRidge 3.50 5.00 3.50 5.00 0.282

AVATRINA’s hands are experiencing, improving
the operator’s situational awareness.

(a) VR view (left) and real world view (right) of a 5N
force being applied to the end effector from the front.

(b) VR view (left) and real world view (right) of a 9.8N
force being applied to the end effector from the top.

Fig. 19: Examples of force-rendering partial
spheres on the right arm. The direction of the
sphere indicates the direction from which the force
is being applied. A stronger force is rendered with
a more opaque and saturated color, as can be seen
in the sphere in (b) compared to the sphere in (a).
[Best viewed in color.]

To render the sensation of grabbing an object,
the SenseGlove can provide independent finger
resistances to motion. The Psyonic gripper pro-
vides 6 force measurements from each of its fin-
gers: while any of these measurements exceeds a

threshold, we fully lock the corresponding Sense-
Glove finger, preventing the operator from further
closing that finger. This feedback transmits the
sensation of grabbing objects from AVATRINA to
the operator.

7 Augmented Capabilities
In addition to the immersive components of

AVATRINA, we enhance the teleoperation experi-
ence of the operator through assistive functionali-
ties. These include shared control and supervisory
control modes, texture sensing and rendering, and
proximity sensing and warnings.

7.1 Shared Control
AVATRINA has several assistive functions

accessible via a GUI in the VR interface to supple-
ment direct teleoperation. Fig. 7 shows icons for
a subset of them that were used in the XPRIZE
finals competition.

To help achieve fine manipulation, the opera-
tor can modify the translation from their move-
ment to the robot’s movement by modifying the
scaling of their motions and by enabling differ-
ent virtual fixtures [6] to constrain the robot’s
motion. To achieve a desired scaling δ, we multi-
ply ∆Rforward

c and ∆pforward
c in (11) by δ before

using them to compute the next target.
To constrain the robot’s motion, a “constraint

transform”, T base
χ , is stored. This transform is

updated to the current end-effector target, T base
t ,

each time the operator modifies the set of active
constraints. When any constraints are active, the
target transform T base

t of (11) found at each
time step is projected onto T base

χ by finding the
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relative transformation Tχ
t and setting the con-

strained dimensions to 0. This modified transform
is then applied to T base

χ to find the final tar-
get end-effector transform. We allow the operator
to modify T base

χ (by moving the end-effector) so
that the operator can orient the directions of the
constraints relative to the environment.

Across our two official runs at the XPRIZE
competition, these constraints were modified a
total of 5 times, concentrated toward the end of
both runs on Task 10, to achieve steady scanning
of objects obscured from view.

7.2 Semi-autonomous Controls
In addition, AVATRINA supports user-

triggered autonomous capabilities (i.e., supervi-
sory control). The most commonly used is “hom-
ing,” which moves both arms to a predetermined,
dexterous, tucked configuration, shown in Fig. 1.
This allows the operator to recover from unfa-
vorable configurations they may encounter during
manipulation and also makes the robot narrow
so that it can fit through tight passages. When
this action is enabled, AVATRINA uses Klampt
[26] to query a sampling-based motion planner
(implemented as a combination of a probabilistic
roadmap of trees [2] and a single-query bidirec-
tional roadmap with lazy collision checking [63]
to connect the roots) to find a plan that takes
AVATRINA’s arms from their current configura-
tion to the home configuration. This plan is then
tracked using joint-space impedance control. The
operator can cancel this execution at any time
by pressing either clutch. Additionally, if the arm
deviates from the planned trajectory too much,
execution will automatically be canceled to avoid
applying large forces to AVATRINA or the envi-
ronment. Other autonomous capabilities include
“snapping,” which causes AVATRINA to automat-
ically align the forward direction of its end effector
with the normal of a plane detected in the envi-
ronment [42], point-and-click grasping, and object
placing.

Across our two XPRIZE finals runs, the hom-
ing action was used 7 times. Operators used
this action to tuck AVATRINA’s arms tightly to
fit through narrow passages and to recover the
arms when they were in unusual configurations.
We did not train the operator to use additional

autonomous functions for the sake of training
brevity.

7.3 Texture Rendering
Sensing texture is an emerging component

of telepresence systems that can allow opera-
tors to identify objects that are out of sight.
Texture sensing and rendering on AVATRINA is
achieved by mapping a heightmap of a sensed
surface into vibrotactile and auditory cues. This
surface heightmap is captured through an Intel
RealSense L515 camera mounted to AVATRINA’s
right wrist. This captures a heightmap with a
height resolution of 1 mm, a resolution of 1024 ×
768 pixels, and a FoV of 70◦ × 55◦. A sample
heightmap taken during the XPRIZE competition
is shown in Fig. 21. To initiate texture sens-
ing, the operator uses the GUI shown in Fig. 7
to enter “texture mode,” causing AVATRINA to
autonomously plan and execute a path to a saved
configuration that positions this camera so that it
looks straight down. Texture mode also constrains
the right arm to only move in the horizontal plane
so the operator can easily sweep the camera across
a wide area without focusing on keeping the cam-
era level and at the proper height. As the operator
scans, the sensed heightmap is rendered in VR as
a 3D mesh, shown in Fig. 20, similarly to [48].
The operator can then release the clutch and hover
their controller over that mesh to feel the sensed
texture. Texture is rendered by finding the line
between the previous and current controller posi-
tions at each time step and computing C, the
sequence of n heightmap grid cells crossed by the
orthogonal projection of this line into the horizon-
tal plane, using Bresenham’s line algorithm [7].
Using the values in the heightmap zi, we compute
a roughness intensity:

intensity = λ

n∑
i=2

|zi − zi−1| (14)

where λ is a heuristically tuned scaling factor.
This intensity is then mapped to the volume of
a looping brown noise clip at every frame, while
the accumulated intensity over 4 frames is mapped
to the intensity of the vibration of the controller
hovering over the surface. This creates a vibratory
and auditory experience that allows the user to
distinguish between different surface roughnesses
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remotely without requiring the robot to touch or
see the target surface.

7.4 Ultrasonic Proximity Warnings
Four MaxBotics MB1604 ultrasonic rangefind-

ers are mounted to AVATRINA’s base to measure
the distances to the closest obstacle in front of,
behind, to the left, and right of AVATRINA. This
sensor has a range of 2 cm to 5 m and a nomi-
nal accuracy of 1%. The measured distances are
streamed to the operator station computer. A
beep sound is played in a loop if the operator
moves towards an obstacle in close proximity, with
pitch, speed, and volume that scale inversely with
the robot’s distance to the obstacle. The beep will
come from the location of the obstacle relative to
the robot: for instance, if the obstacle is to the
right of the robot, the beep will come from the
right side of the operator.

8 Recipient Interaction
AVATRINA supports communication between

the operator and recipients in the remote environ-
ment. It supports two-way audio communication
via a microphone and speaker, and displays a
reconstruction of the operator’s face to convey
emotions through facial expressions.

8.1 Facial Rendering
While a VR interface can improve immersion

for the operator, most HMDs partially occlude the
operator’s face. Consequently, remote interaction
with others is harmed due to the absence of com-
plete facial expressions, which fulfill a crucial role
in communication [13]. To resolve this, we build a
facial reconstruction pipeline which employs talk-
ing head animation pipelines to recreate a credible
HMD-free view of the operator. Siarohin et al. [61]
developed a first order motion model (FOMM)
for performing image animation between visu-
ally similar images. Inspired by this approach,
Rochow et al. [53] propose a method to render
an HMD-free view of an operator by animating
a set of static pictures. However, the operator’s
HMD produces heavy occlusion of the face, mak-
ing it infeasible to apply FOMM directly, as there
would be missing facial keypoints in the occluded
facial image. Consequently, they heavily modify

their HMD to include in-headset infrared cameras
to capture gaze direction for facial animation.

Our facial rendering pipeline obviates the need
for heavy HMD modifications, only requiring a
small camera pointing towards the operator’s face
to be attached for capturing lower face keypoints.
To create the top half video, we record a video
of the operator neutrally blinking with the HMD
off, aligning it to the HMD’s viewpoint by using
keypoints extracted from their chin and mouth.
The resulting composited image is then input to
the FOMM animation network which produces
the final reconstruction of the operator’s face. The
FOMM network is able to handle moderate mis-
alignments, as shown in Fig. 22. The final recon-
struction is then transmitted to AVATRINA via
Zoom5 and displayed on AVATRINA’s head. The
facial rendering pipeline ran at about 33ms per
frame on a gaming laptop equipped with a RTX
3070 mobile graphics card, while the audio and
video latency of the zoom interface are reported to
be around 200-300 ms depending on network con-
ditions. Sample outputs of this pipeline, as well as
a brief analysis of its capabilities and shortcomings
are provided in Appendix B.

8.2 Audio Communication
Audio captured from the HMD is transmit-

ted to AVATRINA using the same Zoom call that
transmits the final facial reconstruction, and is
played through a front-facing speaker. This proved
to be a robust solution for audio communica-
tion, as Zoom can automatically adapt to different
network conditions, and automatically reconnects
if Internet connection is lost. The audio cap-
tured from the robot’s stereo microphone (Shure
MV88+) is played using the HMD’s over-the-ear
headphones.

9 Software Architecture
AVATRINA is a complex system that requires

many hardware and software components across
operating systems and programming languages to
communicate with each other. To manage this
complexity, we designed AVATRINA’s software to
be modular with respect to both different robot

5https://zoom.us/

https://zoom.us/


International Journal of Social Robotics 2023

22 Article Title

z(
m
m
)

s Eq. (14)

Fig. 20: A rock being scanned (left) and reconstructed as an augmented reality mesh displayed in the
headset (right). Note the detail on the rock’s surface despite the short-range LiDAR noise. The operator
is also able to “feel” the virtual object as the controller moves along the surface of the mesh, with the
texture under the scanner mapped to vibrotactile and audio feedback. An example trajectory is shown
as a yellow dashed line. This trajectory creates a curve of height in time (indicated by the orange arrow),
which then uses equation Eq. 14 to create the sound and vibration patterns felt in the controller. Note
that these patterns are influenced by both the rock’s surface and the speed with which the operator moves
along its surface, like in [60] [Best viewed in color.]

Fig. 21: A raw frame taken from the depth cam-
era. Red represents pixels closer to the camera;
blue represents pixels further from the camera
(distance in meters). Two rocks are present in the
depth image, and the camera is able to capture
shape information as well as macro-scale texture
information: The left rock is smoother and has a
sloped surface, while the right rock has a bumpier
top surface. [Best viewed in color.]

and interface hardware to enable rapid prototyp-
ing and testing. Fig. 23 shows a block diagram
describing how the different hardware and soft-
ware components of AVATRINA communicate.
This section describes how AVATRINA’s soft-
ware architecture achieves this goal, as well as
the networking infrastructure that enables reliable

communication between the operator station and
AVATRINA.

9.1 Network Architecture
TRINA uses three main channels to commu-

nicate between the operator station and robot:
Zoom, SmartFox, and WebRTC. Each of these
channels uses broker servers to establish connec-
tions, so AVATRINA can be controlled from any-
where with a stable Internet connection without
any custom network setup.

To stream audio between the operator and
robot, and to stream the facial reconstruction of
the operator to the robot, we use standard Zoom
clients. We also found it useful during debugging
to have an audio channel separate from the main
communication link, which allows for verbal com-
munication between the operator and recipient
even if an error occurs in the main link.

A SmartFox server6 manages the communica-
tion of state and control commands between the
operator station and AVATRINA. The operator
station streams messages to the server contain-
ing the operator’s inputs, such as the current
pose of the operator’s head and hands, and these
are relayed to AVATRINA. AVATRINA streams

6https://www.smartfoxserver.com/

https://www.smartfoxserver.com/
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Fig. 22: The facial reconstruction pipeline. During the preprocessing stage, lower face facial landmarks
of the operator (red dots) are used to manually capture an unobstructed video of the operator blinking
from the HMD camera’s perspective by aligning them with landmarks extracted during the recording
(blue dots). The steps in green are performed manually. Online, the headset camera feed is stitched with
the masked looping blinking video to generate the driving video input to the image animation pipeline,
FOMM [61], which animates a neutral picture of the operator (source). Note how a slight misalignment
in the stitched image (center) still produces plausible outputs. [Best viewed in color.]

a JSON representation of its current state to the
operator station and also provides other control
and UI information. For example, an unreachable
target end-effector pose is signaled to the operator
by tinting the color of the VR screen.

A WebRTC peer-to-peer channel is used to
stream AVATRINA’s stereo camera video to the
operator station. When the operator station starts
up, it sends a Session Description Protocol (SDP)
offer using SmartFox every 5 s until it receives a
handshake message from AVATRINA. Once this
handshake has occurred, a peer-to-peer connec-
tion between AVATRINA and the operator station
is established. If a disconnection is detected, the
operator station resumes its loop of sending SDP
offers to enable automatic reconnection.

9.2 Centralized Middleware
A key design goal is for AVATRINA to accom-

modate multiple grippers, multiple sensors, and

multiple user interfaces, such as different VR inter-
faces, mouse and keyboard commands, and a web
interface (in development). It is also a research
platform for both teleoperation [42] and semi-
autonomous operation [74]. To enable a smooth
development process through design variations, we
introduced a middleware called Jarvis that serves
as a common and flexible interface layer between
diverse computational elements.

As opposed to other packages like ROS [51],
Jarvis uses a centralized key-data store to manage
robot state. This database, implemented in Redis-
JSON, makes it easier to inspect the state of the
robot at a glance and due to its non-typed nature,
facilitates rapid prototyping. Jarvis also enables
developers to define APIs that encapsulate related
functions on the robot, which reduces cognitive
complexity.

Jarvis’ main functionality is to provide users a
uniform layer of access to APIs. Through a com-
mon jarvis object, accessing robot functions is
done through a jarvis.<APINAME>.function()
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call. Fig. 23 shows how these APIs interface with
the rest of the AVATRINA system. For instance,
controlling the robot’s physical state (i.e. mov-
ing arms, base, grippers, and neck) is done by
accessing the Motion API. The Sensor API pro-
vides unified access to the raw data of all of
the robot’s cameras and range finders; the VR
UI API manages communication between AVA-
TRINA and the operator’s headset interface; the
Screen UI provides a local keyboard and mouse
interface to control AVATRINA for debugging;
and the Perception API processes information
from the Sensor API to provide access to higher
level perception data, such as object segmentation
masks and possible grasp affordances.

Implementers of APIs can use different com-
munication paradigms depending on bandwidth
requirements. Set/get involves direct access to
Redis-JSON elements. Procedure calls are pro-
cessed through a Redis-RPC paradigm. Custom
paradigms are available to bypass the Redis back-
end. For example, the motion-API implements an
XML-RPC client for faster communication with
robot hardware, and the Sensor API ferries its
data (point clouds, RGB-D images) through Unix
sockets.

During operation, different applications can
then use these APIs to command AVATRINA. For
example, in Fig. 23, the Direct Teleop app reads
the abstracted user input from the Canonical
Controller, and translates user motion into com-
manded robot motion. The app mediates between
different modes of control, allowing the operator
to start up actions like sending AVATRINA’s arms
to different configurations, or to directly control
AVATRINA’s arms using their own arm motion.

9.3 Modular Robot Controller
To enable rapid iteration of robot components,

AVATRINA’s control software is built so that arbi-
trary numbers of components are unified into a
single robot. All components can be controlled at
once, or each piece can be controlled individually.

The robot is represented as a set of sub-robot
controllers. The sub-robots that make up AVA-
TRINA are specified and configured in a JSON
file. The software also builds a unified URDF
model dynamically upon reading this file. Each
controller implements the Klampt Robot Interface
Layer (RIL) concept via the RobotInterfaceBase

class, which supports common behavior like
startup, shutdown, loop, and also procedures
like get/set_joint_config for reading the joint
values and commanding joint positions. Adding
a new component simply requires implementing
a new base controller class. Swapping compo-
nents is also easy: to switch from the Robo-
tiq gripper to Franka gripper, the only change
needed is to bind the right_gripper component
in JSON to the Franka gripper’s controller class.
The right_gripper part is then bound correctly
to the correct controller when accessed by, for
example, teleoperation code.

The majority of control code is written in
Python to make prototyping easier. More com-
putationally intensive tasks like inverse kine-
matics and collision checking are handled by
Klampt [26] for performance. Some low-level con-
trollers (such as the Franka torque controllers) are
time-sensitive and are implemented in C++ as
Python extension modules.

9.4 Modular User Interface
The interface between AVATRINA and the

operator station is also encapsulated with an API
to make it easy to experiment with input sys-
tems. The operator station API is defined by the
CanonicalController interface, which specifies
key control abstractions, e.g., commands to end
effector transforms, head orientation, and base
motions. Thus, we can switch seamlessly between
control interfaces using thin wrappers. For exam-
ple, we can easily switch between a VR-style input
system to a simple mouse-and-keyboard UI for
debugging, or disable the SenseGlove and use two
VR controllers.

10 End-to-end Evaluation:
ANA Avatar XPRIZE

Our team competed in the ANA Avatar
XPRIZE finals competition using the AVATRINA
robot in November of 2022. This competition
required teams to train a new operator (a judge)
on how to use their robot in 45 minutes to com-
plete 10 different tasks in 25 minutes that ranged
from navigation, to manipulation, to human inter-
action. Each robot was scored on its ability to
complete the following tasks in a binary fashion
(partial points were not awarded).
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Fig. 23: A schematic of AVATRINA’s middleware architecture. Orange arrows indicate communication
within the AVATRINA system and green arrows indicate external network (WiFi) connections. Direct
Teleoperation is the entry point into the system, allowing the operator to directly control AVATRINA’s
motion. The CanonicalController defines a standard interface that allows multiple devices to control
AVATRINA. Using APIs to interface with AVATRINA’s hardware allows higher-level software to be
agnostic to specific hardware implementations, such as which robot arms are used. [Best viewed in color.]

1. Was the Avatar able to move to the desig-
nated area?

2. Did the Avatar introduce themselves to the
mission commander?

3. Was the Avatar able to confirm (repeat back)
the mission goals?

4. Was the Avatar able to activate the switch?
5. Was the Avatar able to move to the next

designated area?
6. Was the Avatar able to identify the heavy

canister?
7. Was the Avatar able to lift up and place the

heavy canister into the designated slot?
8. Was the Avatar able to navigate through

a narrow pathway to get to the designated
area?

9. Was the Avatar able to utilize a drill within
the domain area?

10. Was the Avatar able to feel the texture of
the object without seeing it and retrieve the
requested one?

The operator and recipient judges could also
award up to 3 and 2 points respectively based on
subjective impressions. More details on the tasks
and scoring criteria can be found in these papers
that summarize the competition [4, 17]. Fig. 24
shows AVATRINA completing some of these tasks
during the competition.

Table 6: Outline of the training procedure used
at the XPRIZE competition.

Step Time (min)

Measure operator IPD. 1
Show operator video of AVATRINA being teleoperated. 2
Don and calibrate the SenseGlove. 7
Don and adjust the HMD. 2
Learn and practice controlling AVATRINA’s head. 2
Learn and practice clutching each arm. 4
Learn and practice “homing” the arms. 1
Show warnings when AVATRINA enters a fault state. 1
Learn and practice moving AVATRINA’s base. 2

Practice manipulating canisters and feeling weight. 10
Practice picking up and using drill. 8
Practice scanning for and feeling rock texture. 5

10.1 Team AVATRINA Operator
Training Procedure

During the competition, teams had 30 min-
utes to set up their robot and operator station,
and 45 minutes to train a judge recruited by
XPRIZE to use the robot to complete the 10 tasks
as quickly as possible. To optimize our use of
this time, we developed a training protocol to get
the operator comfortable with controlling AVAT-
RINA and allow them to practice the competition
tasks. We rehearsed this procedure many times
before the competition so that each team member
knew their assigned role. One person was respon-
sible for walking the operator through each of the
basic functionalities of AVATRINA, then a differ-
ent team member walked them through strategies
used to complete each task. Table 6 outlines the
training procedure.
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(a) Task 4: Switch (b) Tasks 6 and 7: Canister (c) Task 8: Narrow Passage

(d) Task 9: Drill Pickup (e) Task 9: Drill Use (f) Task 10: Rock Texture

Fig. 24: Images of AVATRINA executing some of the key tasks during the XPRIZE competition. [Best
viewed in color.]

10.2 Team Results
With a total score of 14.5/15 points, team

AVATRINA came in 4th place overall and was one
of four teams to complete all 10 tasks. Fig. 24
shows AVATRINA completing some of the tasks
on the course. Table 7 shows the results of all
teams at the final competition in ranked order.
Our system proved easy to learn in the competi-
tion, giving judges ample time during the training
period (20+ minutes) to practice on the actual
competition tasks.

On our first official run, the operator success-
fully completed all 10 tasks. The operator made
use of both the Psyonic gripper and the parallel
jaw gripper for completing different tasks depend-
ing on which gripper was best suited for each task,
highlighting the benefit of our asymmetric design.
During the final task of texture sensing, they also
used the assistive texture mode to scan and feel
the textures of the various rocks. Interestingly,
after scanning, the operator opted to disable the
assistance to perform the final grasp, suggesting
that more work needs to be done to automat-
ically detect when the operator intends to use
different assistive features. The competition con-
ditions provided an unreliable network connection

Table 7: Completion times and final scores from
the XPRIZE finals competition as reported in [4]

Team Score Time
(mm:ss)

NimbRo [58] 15.0 05:50
Pollen Robotics 15.0 10:50
Team Northeastern [35] 14.5 21:09
AVATRINA 14.5 24:47
i-Botics [69] 14.0 25:00
Team UNIST[47] 13.5 25:00
Inbiodroid 13.0 25:00
Team SNU [46] 12.5 25:00
AlterEgo [29] 12.5 25:00
Dragon Tree Labs 11.0 25:00
Avatar-Hubo [70] 9.5 25:00
Last Mile[16] 9.0 25:00

during this run, so we disabled our facial ren-
dering pipeline to minimize the system’s required
bandwidth. Despite this measure, the operator
station still lost connection to AVATRINA part-
way through the run, which was resolved after
a few minutes via an operator-requested manual
restart of the operator station.

During our second run, our network connection
was more stable, and our new operator completed
tasks more aggressively, allowing them to reach
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the start of Task 10 within approximately 12 min-
utes. While attempting this task, AVATRINA’s
arm collided with the environment with high force,
causing it to engage mechanical brakes. Fig. 25
shows the operator’s view after this happened.
Since the arm could not be remotely recovered,
this prevented the operator from further using
AVATRINA’s right arm. The operator tried to use
the left arm to finish the task, but since there
was no texture sensor on this arm, they were
ultimately unsuccessful. Fig. 26 presents a break-
down of the completion times for each of the tasks
on both days when compared to the competition
winner, NimBro [58].

Further, we demonstrated that all 10 tasks
could be completed without using arm force
feedback mechanisms, indicating that lightweight
interfaces can still be used to great effect for tele-
operation. However, the emergency stop failure
demonstrates the importance of designing remote
resets into complex telerobotic system such as
AVATRINA. Sensor-enabled collision avoidance
strategies during driving and manipulation could
have also avoided the failure.

Fig. 25: The operator’s view after AVATRINA’s
right arm engaged mechanical brakes in response
to excessive force. [Best viewed in color.]

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

R1 (ours)

R2 (ours)

R2 (Northeastern)
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R2 (Pollen)

R1 (NimbRo)

R2 (NimbRo)

Completion Time (minutes)
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Fig. 26: Breakdown of task completion times on
both days compared to the successful runs of other
teams,NimbRo [58], Pollen Robotics and Team
Northeastern [35], which placed first, second and
third, respectively, as reported by [58]. T1-T10
denote tasks 1-10 and R1 and R2 denote the first
and second runs, respectively. Our Run 2 timing
for task 10 is stopped when the emergency stop is
triggered by rough contact. Note how tasks 5 and
8 are considerably slower for our team due to the
slow moving base, while manipulation times are
competitive. [Best viewed in color.]

11 Discussion and Lessons
Learned

In this section, we offer our ideas of what
the important considerations for building a suc-
cessful Avatar robot are, lessons learned from the
competition, and future directions.

11.1 One-to-one Correspondence
Multiple other teams have argued that mak-

ing the mapping from operator to robot as simple
[35] and as close to an identity transform as
possible [58] maximizes operability and makes
the system easy to learn. AVATRINA departs
from this philosophy slightly by providing a user-
configurable offset between the operator’s head
and AVATRINA’s head, and by using a clutch-
based, relative pose tracking system to control
the arms. Both of these decisions were mainly
motivated by the embodiment gap between AVA-
TRINA and the operator: because the capabilities
of AVATRINA do not exactly match those of the
operator, AVATRINA often must complete tasks
somewhat differently than a person would with
their own body. For example, since the cameras
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and HMD used have a smaller field of view than
a person does, the operator has to make more
extreme movements with their head than they
would in real life to gather the same amount of
information or to achieve a satisfactory viewpoint
to complete a task, which can be uncomfortable.
The user-configurable offset between the opera-
tor’s head and AVATRINA’s head can alleviate
some of this discomfort. A similar pattern is
observed for AVATRINA’s arms, especially when
using the parallel jaw gripper which functions
much differently from a hand.

Despite these differences, we observed that
novice operators were able to quickly learn how
to use the system, which suggests that one-to-one
correspondence might not always strictly neces-
sary for task proficiency. This suggests an oppor-
tunity to improve operator ergonomics without
sacrificing avatar capability, which must be con-
sidered more seriously if extended operation is
required, or if the robot must complete a task in a
manner that would be uncomfortable for a person.

11.2 Force Feedback
Teams at the competition adopted two differ-

ent philosophies for force feedback to the oper-
ator. While many teams provided force feedback
through exoskeletons, our team was the most suc-
cessful system that adopted commodity VR hard-
ware that does not offer force feedback. This sug-
gests that while the lack of force feedback reduces
the telepresence of the operator, novice operators
are still able to complete complex manipulation
tasks quickly. Since the comparatively low cost
of these user interfaces could provide broader
access to avatar technology, this presents motiva-
tion to further improve operator capabilities using
accessible interfaces.

11.3 Autonomous Functions
The system we deployed at the XPRIZE finals

incorporated some autonomous functions, such as
automatically returning the arms to the home
configuration when the operator clicks a button.
However, this was a small subset of functions
we created during development, and we limited
these functions to the most helpful subset to
avoid overwhelming the operator and to improve
training speeds. The tasks chosen by XPRIZE
were sufficiently straightforward that autonomous

assistance was not particularly helpful in many
cases. For tasks that require more precision, such
as handling hazardous or fragile materials, shared
control may be more useful. Also, coordinated
tasks like bimanual manipulation may also see
more of a benefit from shared control. More-
over, the XPRIZE provided access to a relatively
high bandwidth, low latency network, whereas
less stable networks may render direct teleopera-
tion difficult or even impossible. Autonomous and
semi-autonomous functions may also be preferable
for situations with unstable networks.

11.4 Robustness
System robustness in teleoperated systems is

crucial, and although we performed significant
amounts of testing and refinement of our system in
the lab, human operators can trigger many unex-
pected conditions. Our system failure during the
10th task on Day 2 was due to an unrecoverable
mechanical lock of the arm. Had the Franka Emika
Panda arms provided an API to recover from such
a state or had we developed more autonomous
recovery protocols [58], the operator could have
likely resumed the task.

11.5 Testing
In preparation for the XPRIZE competition,

our team regularly tested our system under sim-
ulated competition settings. This allowed us to
find and address false assumptions we had made
about our system and the tasks, and gave us many
opportunities to show our system to new opera-
tors, who often gave useful suggestions for new
features or improvements. Frequent testing also
helped to make set up of the system and training
of the operator routine so that both could be done
quickly and efficiently at the competition.

12 Conclusion
In this paper, we presented an immersive,

novice-friendly avatar system with human-like
manipulation, communication, and sensing capa-
bilities. Our system adopts exoskeleton-free opera-
tor hardware with commodity VR equipment and
was the most successful exoskeleton-free avatar at
the ANA Avatar XPRIZE competition. We believe
this is essential for deploying Avatar robots in the
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world in the future where people can have easy
access to the robot anywhere there is Internet con-
nection. This paper also conducts human subject
studies to investigate the effect of interpupillary
distance and head mobility on operator hand-eye
coordination. Finally, we offer our insights on how
to build a successful immersive avatar system and
lessons learned from the ANA Avatar XPRIZE
competition.
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A Elbow Heuristic Details

Fig. 27: Concept of the bias configuration heuris-
tic. Based on the commanded motion of the end
effector, the elbow pose is controlled to appear
more human-like and reduce the rate of tracking
failures due to joint limits and self-collision. [Best
viewed in color.]

Let the 3D rotation and translation vectors
r =

[
rx ry rz

]T and t =
[
tx ty tz

]T represent the
commanded SE(3) transform Tee of a hand. The
shoulder angle heuristic for the left and right arms
are given by:

qshoulder, right = −(max(kangle(ry + rz), 0)

+ kz(tz − z0))

qshoulder, left = +(max(kangle(ry − rz), 0)

+ kz(tz − z0))

(15)

where kangle, kz, and z0 are positive tunable con-
stants. Fig. 27 shows the motion of the elbow when
the operator turns their wrist inwards: positive z
axis rotation corresponds to a negative qshoulder for
the right arm, which forces the elbow outwards.
Turning the wrist downwards and lifting the hand
upwards also force the elbow to turn outwards.

B Qualitative Evaluation of
Facial Reconstruction
Pipeline

Fig. 28 illustrates the performance of the pro-
posed facial reconstruction pipeline. Examples b)
through f) show that under relatively tame facial
expressions common during communication, the
network’s output is mostly plausible and can con-
vey some of the expressions of the operator to

their remote counterparts, despite having trou-
ble with conveying precise mouth movements or
proper rendering of the operator’s teeth (unseen in
the source image). Examples f) through p) show
some of the failure cases of this pipeline: Facial
expressions far outside of its training distribution,
such as i) and j), as well as any expressions that
involve parts of the face not captured by facial
landmarks (such as the tongue or cheeks), like m)
through p) result in outputs that don’t necessarily
capture the operator’s intent. Further, gaze direc-
tion is entirely dependent on the neutrally blinking
video recording, which can sometimes result in
awkward staring or stargazing, such as in example
f).
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(a) Source Image For Animation

(b) (c) (d)

(e) (f) (g)

(h) (i) (j)

(k) (l) (m)

(n) (o) (p)

Fig. 28: A sample of the performance of the facial reconstruction pipeline on one of the author’s under
varied facial expressions, with the original image on the left paired with the network’s output on the right
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